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Installing Slackware 14 on a Linux Software RAID 1 (MIRRORING)
This is beginners guide on how to install Slackware Linux 14 on a RAID 1 (mirrored) drive.

Boot the system with Slackware 14 ISO and then when prompted, choose the appropriate keyboard type. To login type root and
press enter. The details related to the disks that are present in the machine can printed using the following command:

# fdisk —I

root@slackware:/# fdisk -1 /dev/sdb

Disk sdev/sdb: 7516 MB, 751619 bytes

255 heads, 63 sectors/track, 913 cylinders, total 14688864 sectors
Units = sectors of 1 » 512 = 512 bytes

Sector size (logicals/physical): 512 bytes 7 512 bytes

I#0 size (minimumsoptimal): 512 bytes ~ 512 bytes

root@slackware:/# fdisk -1

Disk sdevssda: 7516 MB, 7516192768 bytes

255 heads, 63 sectors/track, 913 cylinders, total 14688864 sectors
Units = sectors of 1 = 512 = 512 bytes

Sector size (logicalsphysical): 512 bytes ~ 512 bytes

I#0 size (minimumsoptimal): 512 bytes ~ 512 bytes

Disk sdevs/sdb: 7516 MB, 7516192768 bytes

255 heads, 63 sectors/track, 913 cylinders, total 14688864 sectors
Units = sectors of 1 » 512 = 512 bytes

Sector size (logical/physical): 512 bytes 7 512 bytes

I#0 size (MiniMmumsoptimal): 512 bytes 7 512 bytes

root@slackware:/# _

In my system there are two identical SCSI disk, each of size 7516 MB. Two identical disks are needed for RAID 1 (mirroring) or else
the size of the smallest disk will become the size of the final RAID array. The plan is to create two Linux software RAID 1 arrays. The
first one will be used as the / (root) partition and the next one will be used as swap partition. The root partition on the first raid array
will have the size of 7000 MB and the next RAID array which will be used as swap will be allocated the remaining Space. To achieve
this we partition the first drive /dev/sda using the cfdisk utility. The steps are as follows :

[1] Type cfdisk /dev/sda and press enter

[2] Chose the Pri/Log Fress Space and chose [New] and press enter

[3] Chose [Primary] and press enter

[4] Enter the Size as 7000 MB (or whatever you think is suitable in your layout)
[5] Chose Beginning and Press enter

[6] Chose [Bootable] and press enter

[7] Select [Type] while the new partition is highlighted and then press enter
Enter the filesystem Type as FD ( Linux Raid AutoDetect) and press Enter

Now you will have something like this:

cfdisk (util-linux 2.21.2)
Disk Drive: s/dev/sda
Size: 7516192768 byt 7516 MB
Heads: 255 Sectors per Track: 63 Cylinders:
Flags Part Type FS Type [Labell

Primary Linux raid autodete
Primary Linux

[ Bootable 1IN TN Y-NN N Help 1 [ Maximize 1
[ Quit 1 [ Type 1 [ Units 1 [ MUrite 1

Toggle bootable flag of the current partition_

[8] Now use the down arrow key to select the Free Space and make sure that [New] is highlighted and then press enter
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[9] Select [Primary] and press enter
[10] Accept the default size (in my case 516.48 MB) by pressing Enter

[11] As before , change the type of this partition into FD (Linux Raid AutoDetect) {Similar to step 7 above }

[12] Finally write the partition table onto the disk by selecting [Write] and by pressing enter
[13] Type ‘yes’ and the press enter
[14] Select [Quit] and press Enter to quit the cfdisk utility

We can verify that the partition table of /dev/sda is written correctly by using the fdisk -| command.

root@slackware:/# fdisk -1 /dev/sda

Disk sdevssda: 7516 MB, 7516192768 bytes

255 heads, 63 sectors/track, 913 cylinders, total 14688864 sectors
Units sectors of 1 »* 512 512 bytes

Sector size (logical/physical): 512 bytes 7 512 bytes

I#0 size (miniMumsoptimal): 512 bytes 7 512 bytes

Disk identifier: BxB8B8800000

Device Boot > g End Blocks Id System

/devs/sdal * : 13671314 6835626 fd Linux raid autodetect
sdev/sda2 14680063 5684374+ fd Linux raid autodetect

root@slackware:/# _

The next step is to copy the partition table of /dev/sda into /dev/sdb by using the sfdisk utility. This can be done using the following

command :

# sfdisk -d /dev/sda | sfdisk --force /dev/sdb

Now both the disk sda and sdb have identical partition table, which can be verified by using the following commands :

# fdisk I /dev/sda

# fdisk -1 /dev/sdb

root@slackware:/# fdisk -1 /dev/sda

Disk s/devs/sda: 7516 MB, 7516192768 bytes

255 heads, 63 sectors/track, 913 cylinders, total 14688864 sectors

Units = sectors of 1 » 512 = 512 bytes

Sector size (logical/physical): 512 bytes 7 512 bytes
I0 size (Minimumsoptimal): 512 bytes 7 512 bytes
Disk identifier: Bx88000000

Device Boot Start End Blocks Id System

sdevssdal * 63 13671314 6835626 fd Linux raid autodetect

sdevssda2 13671315 14680063 584374+ fd Linux raid

root@slackware:/# fdisk -1 /dev/sdb

Disk sdev/sdb: 7516 MB, 7516192768 bytes

255 heads, 63 sectors/track, 913 cylinders, total 14688864 sectors

Units = sectors of 1 = 512 = 512 bytes

Sector size (logical/physical): 512 bytes 7 512 bytes
I0 size (MminimMumsoptimal): 512 bytes 7 512 bytes
Disk identifier: BxB8888800

Device Boot Start End Blocks Id System

autodetect

/dev/sdbl * 63 13671314 6835626 fd Linux raid autodetect
/dev/sdb2 13671315 14680063 584374+ fd Linux raid autodetect

root@slackware:/# _

The cat /proc/mdstat command will show us that there are currently no RAID arrays present in the system :

root@slackware:/# cat /proc/mdstat

Personalities : [linear] [raidB] [raidl] [raid18] [raid6] [raid5] [raid4] [mMulti

pathl
unused device <{none>

root@slackware:/#

The next step is to create the raid arrays using the mdadm utility. To create the first RAID array that will be used as / (root) partition

we can use the following command :

# mdadm --create /dev/mdoO --level=1 —raid-devices=2 /dev/sdal /dev/sdbl
--metadata=0.90

We can view the status of the newly created RAID device using the cat /proc/mdstat command:
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/# mdadm - sde aye ] = raid-device

-—-metadata=08.908
ev/mdd
# cat /p

[linear] [raidB] [raidll [raid18]1 [raid6] [raid5]

active raidl sdb1[1] sdallB8]l
68355280 [2/21 [UU]

resync

at
id8]1 [raidl] [raid1@] [raid6] [raidt

sdb1l1] sdall@]
[2,21 [UU]

Similarly, we can create the RAID device /dev/md1 which will be used as our swap partition using the following command:

# mdadm --create /dev/md1 --level=1 —raid-devices=2 /dev/sda2 /dev/sdb2
--metadata=0.90

ware:/# mdadm ——create “Zde mdl —-level=1 --raid-devic

root lac

Personalit : [raid1B] [raid6] [raid5]

pathl
mdl @ a 11 sda2[81]
5 [uul

[raid4] [mMulti

=8.4min sp

4] [Multi

[raid4] [Multi

5) finish=8.8min spee

sdall@]
[uul

unused de ¢ <none>

As we can see from the above output /dev/mdO is fine and /dev/md1 is being synced. Now our raid arrays are in place. Before we

being the installation of the Slackware using the setup command, we will format /dev/md1 as the swap partition.

# mkswap /dev/md1
Now we can begin the installation of the Slackware Linux using the setup command:

# setup

The steps are as follows :

[1] Choose the ADDSWAP option and press Enter. The /dev/md1 partition will be detected as swap. When prompted for “Check SWAP

Partitions for BAD Blocks” , chose NO. Then the swap space will be added into the /etc/fstab file.

lackware Linux Setup (version 14)

ELP
EYMAP
DDSUAP Set up your swap partition(s

ARGET

OURCE
ELECT
NSTALL
ONF IGURE
XIT
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Setting up swap partitions.

WAP SPACE DETECTED

SWAP SPACE CONFIGURED

[2] In the next step we will chose /dev/mdO0 as the / (root) partition. We will choose to Format it and the EXT4 file system is chosen.

After the formatting is complete the /etc/fstab file will be updated.

elect Linux installation partition:

dev/mMdBBBL inux 683

< Select >

Finished setting up Linux partitions.

DONE ADDING LINUX PARTITIONS TO setc/fstab

[3] Choose install Slackware from CD or DVD
[4] Choose the packages and then begin the installation
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Installing package cryptsetup-1.4.3-i486-1 [ADD]

[5] Supply root password and complete the Setup by installing Lilo bootloader.

After the installation is finished we drop to the install shell and then chroot to the newly installed Linux partition by using the following

command:

# chroot /mnt/ /bin/bash

We then backup the original lilo.conf file and replace it with the following :

# mv /etc/lilo.conf  /etc/lilo.conf.ori
# vi /etc/lilo.conf

append="vt.default_utf8=0"
boot = /dev/md0

bitmap = /boot/slack.bmp
bmp-colors = 255,0,255,0,255,0
bmp-table = 60,6,1,16
bmp-timer = 65,27,0,255
prompt
timeout = 1200
change-rules
reset
vga = normal
image = /boot/vmlinuz
root = /dev/md0
label = Linux
read-only

raid-extra-boot="/dev/sda,/dev/sdb"

Finally we , reinstall Lilo using the following command :

#lilo —v

Now, the installation is complete , we can reboot the system using the following command :

# reboot

After we have booted into the freshly installed Slackware, we can check the status of the raid array using the following commands:

root@slack-box:~# mdadm --detail /dev/imdO

root@slack-box:~# mdadm --detail /dev/md1
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It is a good idea to generate the mdadm.conf file. We can do this by using the following command :

root@slack-box:~# mdadm --detail --scan > /etc/mdadm.conf
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